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Abstract
Background Diabetic retinopathy (DR) is an autoimmune disorder that affects the human eyes, causing lesions on the 
retina as a consequence of diabetes mellitus. Early identification of DR is crucial for effective vision maintenance and 
preventing severe vision loss.
Objective To develop and implement an automated and novel approach for the detection and classification of diabetic 
retinopathy, addressing the limitations of conventional DR detection systems which include complex disease detection, 
time-consuming processes, and low training efficiency.
Methods The proposed work introduces an Improved Intelligent Water Drop (I2WD) optimization algorithm for selecting 
the most correlated features from the extracted feature set, thereby reducing the complexity of the classifier. For the predic-
tion of DR, the Discriminated Multi-Instance Classification (DMIC) algorithm is employed, known for its higher accuracy 
and lower rate of incorrect predictions.
Results The proposed Item Net–based I2WD-DMIC model is tested, validated, and compared using well-known benchmark 
datasets. The results demonstrate significant improvements in accuracy and efficiency over conventional DR detection methods.
Conclusion The novel I2WD-DMIC approach offers a robust and efficient solution for diabetic retinopathy detection and 
classification, overcoming the typical limitations of traditional systems. This method shows promise in enhancing early 
diagnosis and improving patient outcomes in clinical settings.

Keywords Diabetic retinopathy (DR) detection · Retinal image · Preprocessing · Iter Net segmentation · Feature extraction · 
Improved Intelligent Water Drop (I2WD) optimization · Discriminated Multi-Instance Classification (DMIC)

Introduction

Diabetic retinopathy (DR) damages the retinal blood vessels in 
patients with diabetes and is a major cause of blindness [1–3]. 
When a person has diabetes mellitus, their blood glucose lev-
els often increase because the pancreas is unable to generate or 
release enough blood insulin. Typically, the DR is categorized 

into two types such as proliferated and non-proliferated, in which 
the non-proliferated DR is further categorized into the types 
of mild, moderate, and severe [4–6]. Moreover, diabetes is the 
most common cause of blindness in those who are 50 years of 
age or older. The condition known as diabetic retinopathy is a 
consequence of diabetes, characterized by destruction to retinal 
capillaries due to prolonged exposure to hyperglycemia. A lit-
tle, round red dot at the terminal of blood arteries is called a 
micro-aneurysm (MA), which appears in the mild stage [7–9]. 
The MAs rip into lower retinal layers at the moderate stage, 
creating a hemorrhage that resembles a flame. More than 20 
intraretinal hemorrhages in each of the four quadrants charac-
terize the severe stage, which also includes obvious intraretinal 
micro-vascular anomalies and definite venous bleeding [10, 11]. 
But, the proliferation DR is a more advanced form of DR that 
result in revascularization, or the growth of functioning micro-
vascular networks as new blood vessels on the retina’s internal 
layer. In general, the normal and mild DR stages looks similar 
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[12, 13]; hence, it could be complex to identify the exact type. 
According to the recent survey, it is studied that nearly 595 mil-
lion people can affect by DR at the year of 2025 [14–16]. The 
patients are unnoticed in the early stages of the DR, but it can 
proceed to cause floaters, vision impairment, imperfections, and 
gradual loss of vision. Therefore, finding the DR in its early 
stages might be challenging, but doing so is essential to prevent-
ing the serious consequences of later stages. The harmful vision 
loss brought on by DR mostly happens when there is central 
retinal edema. The International Report on Vision states [17] 
that nearly 12 million people around the world affected by vision 
impairment, due to the presence of DR. Consequently, creating 
an automated framework for DR detection and categorization 
is increasingly important and difficult. In conventional studies, 
various kinds of machine learning and deep learning algorithms 
[18–21] are applied for an automated DR detection with catego-
rization. However, the shortcomings of the majority of learning 
models are their high system complexity, laborious task, and 
poor classification efficiency [22–24]. As a result, the proposed 
work aims to combine cutting-edge image processing techniques 
with a novel DR detection and classification framework. The 
following list includes the main goals of the suggested model:

• Initially, the input retinal image is preprocessed to create a 
quality-enhanced image, which includes the operations of 
uneven illumination removal, grayscale conversion, image 
de noising, and smoothening.

• The new deep learning–based Item Net architecture is 
then used to segment the retinal vessels with improved 
segmentation accuracy.

• Then, a clinical feature extraction algorithm is used for 
extracting well-suited features from segmented output, 
which includes the features of length, density, thickness, 
and tor touristy.

• After that, an Improved Intelligent Water Drop (I2WD) 
optimization algorithm is used to choose the most 
correlated features from the available feature set.

• Finally, the Discriminated Multi-Instance Classification 
(DMIC) algorithm is deployed to predict the DR along 
with its stage.

• The performance and results of the proposed Iter Net–
based I2WD-DMIC technique is validated and compared 
by using the popular benchmarking datasets.

Continuing article is structured as follows: the “Related 
works” section presents the comprehensive assessment of the 
literature on the preprocessing, segmentation, feature extraction, 
and classification methods currently employed for DR predic-
tion. It also examines the benefits and drawbacks of conventional 
algorithms based on how they operate during detection and 
classification. The explanation for the proposed Iter Net–based 
I2WD-DMIC model is presented in the “Proposed methodology” 
section, along with the overview model, block diagram, and clear 

descriptions. The training and testing performance outcomes are 
reported in the “Results and discussion” section. In the “Conclu-
sion” section, every aspect of the study is summarized together 
with the conclusions, results, and suggestions for the future.

Related works

The comprehensive literature review of the current models 
used for DR detection and classification is included in this 
part. It also considers the advantages and disadvantages of 
each model according to how effectively it operates and 
generates results for DR detection.

Qummar et al. [25] implemented an ensemble-based deep 
learning algorithm for DR detection. It combines the algorithms 
of bagging, boosting, and stacking, where the stacking is per-
formed to incorporate the information from multiple prediction 
models. Typically, the stacking is one of the most suitable option 
for image classification, since it helps to improve the prediction 
rate of disease detection. Moreover, the authors normalized the 
imbalanced dataset for predicting the class label with high accu-
racy. However, this classification model requires more features 
for training and validation, which could degrade the results of the 
entire system. Alyoubi et al. [26] suggested a review to validate 
the different types of techniques used for DR detection. Atwany 
et al. [27] conducted a detailed investigation on various deep 
learning techniques used for DR detection. Here, the different 
types of DR are investigated, which includes MA, hemorrhages, 
and soft and hard exudates. In addition, it suggested some of 
the popular and recent public datasets for retinal image process-
ing and DR detection. Moreover, the authors investigated both 
the binary class and multi-class prediction models for enhanc-
ing the performance of DR detection. Kandel and Castelli [28] 
suggested a transfer learning mechanism for DR classification. 
Different types of deep learning techniques are investigated to 
improve the process of DR detection. Also, the authors provided 
a complete architecture model for the CNN technique in order to 
design an effective classification model. Based on the study, it is 
analyzed that the sigmoid function, tan h, and ReLU activation 
functions are more essential in the deep learning model, since it 
helps to obtain increased classification accuracy. Kassani et al. 
[29] designed a modified X caption architecture model for cat-
egorizing the type of DR. The purpose of using this technique 
is to improve the discriminative ability of the feature extraction 
for obtaining improved classification accuracy. Moreover, the 
hyper-parameter tuning is performed to increase the perfor-
mance of transfer learning mechanism. In this framework, the 
authors mainly concentrated on optimizing the training process 
of classifier by effectively preprocessing the input retinal image. 
During this process, the image resizing, minimum pooling, and 
normalization operations are carried out to produce the quality 
improved image. Shanthi and Sabeenian [30] utilized a modified 
AlexNet architecture for exactly categorizing the stages of DR. 
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The authors aim to diagnose DR by implementing a deep learn-
ing mechanism. Table 1 presents the survey of various existing 
techniques used for DR segmentation and classification.

Materials and Methods

Study design

In this section, the proposed DR detection and categorization 
system is thoroughly explained. The main aim is to create 
an automated detection method that accurately predicts the 
kind of DR and its stage. This system uses cutting-edge 
and innovative image processing techniques to achieve the 
aforementioned objective. Figure 1a presents the suggested DR 
detection system’s overview model, while Fig. 1b presents a 
clear flow illustration of the entire system. Here, the gathered 
retinal image is preprocessed at the beginning for producing 
the quality improved image. In order to produce a high-quality 
image, operations including grayscale conversion, image de 
noising, and smoothening are carried out at this step. After that, 
the retinal blood vessels were segmented using the cutting-
edge deep learning–based segmentation model Iter Net to 
maximize the accuracy of DR detection and stage classification. 
Then, the segmented image is used to extract the most crucial 
clinical properties, including length, density, thickness, and 
tor touristy to increase detection efficacy. Once extracting the 
features, a novel and Improved Intelligent Water Drop (I2WD) 
optimization algorithm is utilized to choose the well-suited and 
most correlated features through the available set of features. 
The purpose of implementing this feature selection algorithm is 
to reduce the complexity of DR detection system with low time 
consumption. Furthermore, the chosen features are fed to the 
classifier, named Discriminated Multi-Instance Classification 
(DMIC) model, for an accurate DR prediction and stage 
categorization. The major operations involved in the proposed 
model are listed in below:

• Image preprocessing
• Improved Iter Net segmentation
• Clinical feature extraction

• Feature optimization using I2WD
• DR classification using DMIC

Image preprocessing

In this framework, the retinal color images are considered the 
input for processing, where the color enhancement is made to 
generate the normalized image. Generally, the retinal pictures 
comprise the RGB channels, and each of which having some 
distinct properties. In order to generate the grayscale image 
with high contrast, the RGB color channels must be properly 
managed. When compared to the color images, the grayscale 
images consume less time for processing. Moreover, the color 
images may comprise some irrelevant information, which may 
increase the amount of processing data required for segmenta-
tion or classification tasks. Hence, the grayscale conversion is 
performed in the proposed framework. After that, the uneven 
illuminations are removed from the grayscale image in order 
to enhance the recognition performance [36]. For this purpose, 
the morphological operations as well as homomorphism filter-
ing processes are applied in the proposed framework. In which, 
the noise elimination and uneven illumination effects have been 
removed based on the morphological operations. The purpose of 
this approach is it raises the backdrop of the input with reduced 
noise artifacts. The mathematical representation of the bottom 
hat Bh operation is labeled in Eq. (1):

where the operator “∙” indicates the closing operation.
Consequently, the top hat operation KW (F) is performed to 
increase the contrast of the input image, which is represented 
in Eq. (2):

By using these models, the problems such as uneven illumina-
tion as well as noise artifacts are effectively reduced. In addition, 
the homomorphism filtering mechanism is applied to generate the 
quality enhanced image, which includes the major components of 

(1)Bh(F) = F ∙ h − F

(2)KW (F) = F − F◦h

Table 1   Survey on the existing techniques

Ref Techniques Dataset used Pros and Cons

Huang et al. [31] RT Net & Multi-lesion segmentation IDRID and DDR Improved efficiency for multi-tasking and increased 
segmentation accuracy

Sambyal et al. [32] Modified U-Net segmentation Indri and e-pother Easy to optimize, ability to handle high-resolution images, 
and high system complexity

Hasan et al. [33] DR Net segmentation IDRID, RIMONE, 
and DRIVE

Better mean sensitivity, limited robustness, and over 
segmentation

Kumar et al. [34] Optic disc segmentation DIARETDB1 Training complexity due to increased number of features, 
better robustness and reliability

Xu et al. [35] Feature Fusion U-Net (FFU-Net) segmentation IDRID Multi-scale feature fusion, and increased sensitivity
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illumination and reflectance. Moreover, the image is represented 
with these components as shown in the following models:

(3)F(a, b) = 𝕄(a, b) × ℙ(a, b)

where F(a, b) is the image representation, a, b are the pixel 
locations, and �(a, b) and ℙ(a, b) are the illumination 
and reflectance components, respectively. Typically, the 
homomorphic filtering technique transforms the spatial 

 (a)

 (b)

Fig. 1   a Overview of the proposed framework. b Flowchart of the proposed retinal image segmentation and classification system
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image into a frequency image with the use of transformation 
functions. In addition, it uses the logarithmic functions 
L(F(a, b)) for image transformation as presented in Eq. (4):

Moreover, the Fourier transformation derives the 
preprocessed image using Eq. (5):

where FT(.) indicates the Fourier transformation function. 
After image denoising, the quality improved image is 
produced as the output that is used for further segmentation 
and classification operations.

Improved Iter Net segmentation

Typically, segmentation of blood vessels is one of the most 
essential operations in the DR detection and classification 
system. For an accurate blood vessel segmentation, a novel 
Improved Iter Net segmentation algorithm is used in this work. 
Recently, the different kinds of deep learning–based image 
segmentation strategies [37] are applied in the traditional 
works for blood vessel segmentation, but they have the specific 
drawbacks of lower segmentation accuracy and low efficiency 
for the hard region images. Therefore, developing an accurate 
as well as effective blood vessel segmentation technique still 
remains one of the main challenging tasks. When compared to 
the other types of images, it is highly to obtain the large number 
of samples from the medical images like retinal images. Due 
to image acquisition, the retinal images may comprise a lot of 
noise, which hides the delicate vascular structure [38]. Moreover, 
the blood vessels are expanded rarely, and their orientation 
may change over time. These issues make segmentation 
more challenging in varying degrees, which often results in 

(4)L(F(a, b)) = L(𝕄(a, b) × ℙ(a, b))

(5)FT(s(a, b)) = FT(L(𝕄(a, b))) + FT(L(ℙ(a, b)))

subpar outputs from the models. To avoid false predictions, 
the proposed technique uses an Improved Iter Net model for 
segmenting blood vessels from the preprocessed retinal image.

In this technique, a backbone network is constructed at 
first that comprises the U-Net input and output layers, and it 
adopts the encoding and decoding architecture. Moreover, 
this model could share the number of parameters for 
regularizing the model with reduced overfitting. Here, the 
edge preservation filter has been used to improve the features 
of the input image, which considers the preprocessed image 
PI as the input with the output guidance G, window �h, 
input Xh and output guidance, and Gh. It generates the output 
image as shown in the following form:

where the parameters ph, qh ∈ � are considered the 
coefficients of the window �h and �  indicates the 
normalization factor that helps to limit the magnitude of ph. 
Then, the parameters ph and qh are computed by using the 
following models:

At the time of training, the weight values of the input and 
output layers are updated, where the binary cross-entropy is 
estimated for pixel-wise segmentation that is represented as 
shown in the following equation:

(6)Gh = phPIh + qh

(7)�h ∶=
∑

i∈�h

(

(

phPIh,i + qh − Gh,i

)2
+ �p2

h

)

(8)ph =
Cov (PIh, Gh)

Var
(

PIh

)

+ �

(9)qh =
∑

i∈�h

(

Gh,i − phPIh,i

)

(10)

where the parameters r, s, t,� are the batch size, number of 
image channels, height, and width of the image correspondingly. 
Then, the parameter M represents the ground truth image with 
the possible values of 0 and 1. Moreover, an Improved IterNet 
can produce the generated segmentation results according to the 
input and output layer of network architecture. Also, the actual 
loss function is estimated for each output class according to the 
ground truth label.

Clinical feature extraction

After segmentation, the clinical features are extracted from 
the segmented picture for improving the DR detection 

accuracy of the classifier. Typically, the clinical features are 
more useful for the medical practitioners for an appropriate 
diagnosis of DR. It includes the features of lesion thickness, 
length, density, and coefficient index value, in which the 
vessel length Lt is estimated according to the skeleton 
structure as shown in the following model:

where P indicates entire pixels at the segmented skeleton 
and ki and zi are the pixel coordinates. Consequently, the 
vessel density Dt is estimated according to the image area 
as represented in the following equation:

(11)Lt =
∑P−1

i=1

√

(ki−1 − ki)
2
+ (zi−1 − zi)

2
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where Vp indicates the vessel pixels and S represents the size 
of image. Consequently, the tortuosity coefficient vector is 
estimated according to the degree of curvature and twists 
exist in the retinal blood vessels. It is computed by using 
the following model:

where TV  indicates the tortuosity coefficient vector, Bs

represents the blood vessel segment, Vl indicates the length 
of vessel, Sd is the straightforward distance among the 
ending points, and k denotes the branch of vessel segment. 
Then, the distance parameter Sd is estimated as represented 
in the following model:

where A represents the number of pixels in the blood vessels. 
In addition, the blood vessel thickness is also estimated 
according to its average value.

Improved Intelligent Water Drop (I2WD) feature 
selection

After feature extraction, a novel I2WD technique is implemented 
to prefer the most correlated features for maximizing the speed 
of training as well as classifier accuracy. Based on optimal 
solution obtained from I2WD technique, the optimal count of 
features is selected and fed to the classifier for a proficient DR 
detection and type classification. Traditionally, many feature 
selection algorithms for DR detection and stage grading have 
been created in conventional works. The main advantages 
of utilizing the I2WD methodology over other optimization 
methods include faster searching in the solution space, fewer 
iterations, low complexity, and high effectiveness. Typically, 
the proposed I2WD technique is inspired by the natural river 
water flow model, where each drop operates independently as 
a separate agent that starts moving randomly with a certain 
velocity and a set initial soil value. Every drop that travels will 
pick up soil from the path’s bed in proportion to its speed. Since 
water droplets always choose to follow the pool containing 
fewer soil, their shortest and most effective route will have less 
soil in it to attract other drops to follow it. In this technique, the 
graph having set of nodes and edges is constructed at first for 
resolving the given optimization problem, where a user-selected 
value set empirically based on an application is the quantity of 
soil present on each edge. Any two nodes with soil between 
them are first set as represented in the following model:

(12)Dt =

∑

Vp

S(mm2)

(13)TV

(

Bs

)

=
∑k

i=1

Vl(n)

Sd(n)
× n

(14)Sd =

√

(kA − k1)
2
+ (zA − z1)

2

where i, j are the two nodes and S represents the initial 
amount of soil. After that, the static parameters such as 
total best solution b(XG); maximum number of iterations 
itrMx; current iteration Citr; total number of water drop agents 
WDmx; soil update parameters xp, yp, zp; velocity updating 
parameters xq, yq, zq; global parameter �WDN; and soil updat-
ing parameter �n are initialized at the beginning of optimiza-
tion. Similarly, the dynamic parameter like specific velocity 
℘WD(l) is also initialized at first. In this model, each water 
drop can be transmitted via the present node i to the next 
consequent node j at the target space. To define the possi-
ble solution path of the network, the list of visited nodes is 
stored by water drop, as represented in the following model:

where {WD

i
 indicates the possible solution path. Moreover, 

the dynamic parameters are updated after transition of each 
drop. Then, the velocity updating function is represented as 
shown in the following model:

where ℘WD(⧵i + 1) indicates the updated velocity function. 
Consequently, the amount of soil is computed according to 
the following function:

where t2 indicates the time. Furthermore, the soil of path is 
updated among the nodes i and j as represented in the fol-
lowing model:

At the end of iteration, the best path is selected that offers 
the optimal fitness value, and the best solution path XG is 
identified by using the following model:

where b(.) indicates the best fitness function. Consequently, 
the selected paths on the soil are updated with the current 
best solution as shown below:

Finally, the optimal best solution path XG is obtained as the 
output, which is used to choose the well-suited features from 
the retinal picture for improving the identification rate of DR.

(15)Si,j = initS

(16){WD

i
(j) =

F(soil)(i, j))
∑

w⊆v(WD)(F(soil(i, w)))

(17)℘
WD(l + 1) = ℘

WD(l) +
xq

yq + zq … S2(i, j)

(18)ΔS(i, j) =
xp

yp + zp × t2(i, j;℘WD(l + 1))

(19)soil (i.j) =
(

1 − {n

)

× S(i, j) − {n × ΔS(i, j)

(20)XG = arg
max

∀XWD b(XWD)

(21)S(i, j) = (1 + {WD) × S(i, j)
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Algorithm 1   Improved Intelligent Water Drop (I2WD) feature optimization
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Discriminated Multi‑Instance Classification (DMIC)

After feature selection, the DMIC algorithm is employed to 
predict the DR from the given retinal imageries with high 
accuracy. The earlier studies typically used a variety of 
machine learning with deep learning algorithms for efficient 
DR recognition, segmentation, and categorization. However, 
the majority of approaches are constrained by the unique 
issues of increased training complexity, lengthy computa-
tion times, poor system performance, and high false-positive 
rates [39, 40]. In order to identify DR and classify stages, 
the suggested work aims to construct a novel multi-instance 
learning-based classification system. The main scope of using 
this technique is to reduce the segmentation and classification 
burden of ophthalmologist by performing mapping between 
the instances and labels. Here, the classifier is trained on the 
target domain for predicting the bag of labels from the retinal 
images. The novel contribution of this methodology is that it 
uses the multi-instance learning model incorporated with an 
attention mechanism for better and accurate image DR rec-
ognition and classification. During this process, the relation-
ship is identified for determining the mapping between the 
instances and labels. Here, an attention mechanism is incor-
porated to improve the learning operation. The weight value 
of the instance is updated using an attention mechanism as 
represented in the following model:

where Aj

i
 indicates an instance embedding; � (j)

j
 represents the 

attention weight; �t, � , and G are the learned parameters; h
is the class number; and � indicates the patch size of bag. By 
using the optimized weight function, the corresponding class 
is predicted as represented in the following model:

where Â(j)

i
 indicates the instance embedding dimensionality. 

Then, the instance embedding is concatenated with the 
attention weight value as represented in the following model:

In addition, the multi-class entropy ME loss function is 
estimated by using the following equation:

where IT indicates the total number of images, G represents 
the grade of DR, st

i,g
 implies the severe grade of DR, and ŝt

i,g

denotes the estimated class label. By using this algorithm, 

(23)𝜏
(j)

j
=

exp
�

𝜔t(tanh(𝛽(A
j

i
)
t
�

⊙ sign(G(A
j

i
)
t
)}

∑𝜌

h=1
exp{𝜔t(tanh(𝛽(A

j

i
)
t
}⊙ sign(G(A

j

i
)
t
)}

(24)Â
(j)

i
= �

(j)

j
A
(j)

i

(25)ĈAi = concat[Â
(1)

i
, Â

(2)

i
… Â

(�)

i
]

(26)ME = −
1

IT

∑IT

i=0

∑G

g=0
(st

i,g
× log(ŝt

i,g
))

the DR is detected along with its grade. Figure 2 shows the 
sample input and output retinal images.

Results

With the use of benchmarking datasets including 
DIARETDB1, MESSIDOR, IDRID, Kaggle, and EyePACS, 
the proposed Iter Net–based I2WD-DMIC mechanism’s 
results are presented in this section along with a description 
of the process. Additionally, the test results of the suggested 
DR detection framework are evaluated using a variety of 
evaluation indicators. The aforementioned datasets are exten-
sively used in many DR detection applications for validating 
the training and testing efficiency of the prediction models. 
Additionally, the following models are utilized to calculate 
the various types of measurements needed for validating the 
training and testing performance of the classification system:

Consider Tp as true positives, Tn as true negative, Fp as 
false positive, and Fn as false negative.

The resulting confusion matrix for the IDRID database 
is shown in Fig. 3. The confusion matrix typically displays 
the performance and accuracy of the classifier, with the 
greater true positive outcomes showing the classifier’s high 
performance. Additionally, Fig. 4 displays the results of the 
proposed Iter Net–based I2WD-DMIC model’s performance 
study using the MESSIDOR dataset.

By using the EyePACS dataset, Fig. 5 compares the effec-
tiveness of the proposed Iter Net–based I2WD-DMIC mech-
anisms to the performance of the standard deep learning 
methods [41]. Consequently, the performance of some other 
deep architecture models is compared with the proposed Iter 
Net–based I2WD-DMIC technique by using MESSIDOR 
dataset as shown in Fig. 6. Due to imaging activities such as 
preprocessing, Iter Net segmentation, clinical feature extrac-
tion, I2WD feature optimization, and DMIC classification, 

(27)Accuracy =
Tp + Tn

Tp + Fp + Tn + Fn

(28)Sensitivity or recall =
Tp

Tp + Fn

(29)Specificity =
Tn

Tn + Fp

(30)Precision =
Tp

Tp + Fp

(31)F1 − score =
2 × Precision × Recall

Precision + Recall
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the proposed DR detection mechanism improves perfor-
mance outcomes for all the datasets employed in this study.

The proposed DMIC model’s ROC is validated in 
Fig. 7a, b with regard to various classes of DR. Based on 
the analysis, it is found that the ROC is significantly better 
for all classes of DR. The true positive rate has significantly 

increased in the proposed system as a result of the addition 
of Iter Net segmentation and I2WD optimization approaches.

Figures 8, 9, and 10 validate the accuracy, sensitivity, 
and specificity [42]. Here, the performance is assessed in 
accordance with the various numbers of imageries. The 
findings show that, in comparison to previous classification 

Fig. 2   Sample images: a Input image, b preprocessed image, c segmented region, and d predicted result
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techniques, the proposed Iter Net–based I2WD-DMIC tech-
nique offers higher accuracy, sensitivity, and specificity 
values.

Figure 11 validates and compares the entire presentation 
of the existing feature extraction-based classification and 
proposed Iter Net–based I2WD-DMIC models by using the 

Fig. 2   (continued)

337



1 3

International Journal of Diabetes in Developing Countries (April–June 2025) 45(2):328–347

DIARETDB1 dataset. Typically, feature extraction is crucial 
to the automated DR detection system since it enhances the 
classifier’s training and testing processes. Therefore, it is more 
important than ever to take the most relevant and suitable fea-
tures from the provided retinal images. To extract the appro-
priate characteristics from the segmented retinal picture, the 
suggested study employs the clinical feature extraction model. 
The I2WD optimization algorithm is then used to further opti-
mize the collected features, significantly reducing the com-
plexity of classification while enhancing training efficiency. 
As a result, the suggested Iter Net–based I2WD-DMIC offers 
better performance outcomes than other methods.

Figure 12 validates the accuracy of the proposed Iter 
Net–based I2WD-DMIC mechanism with respect to varying 

number of epochs. The results indicate that the accuracy of 
the proposed DR detection framework is greatly increased 
with the use of Iter Net image segmentation mechanism.

Figure 13 validates the accuracy and K-score values of 
the conventional machine learning [43] and proposed Iter 
Net–based I2WD-DMIC mechanism by using IDRID data-
set. The results show that, in comparison to existing machine 
learning models, the suggested DR detection model offers 
higher accuracy and K-score values.

Figures 14, 15, and 16 present the performance of the 
existing machine learning such as SVM, RF, MLP, and pro-
posed Iter Net–based I2WD-DMIC models by using three 
different datasets such as IDRID, MESSIDOR, and Kaggle, 
respectively.

Fig. 3   Confusion matrix for 
IDRID dataset

Fig. 4   Performance analysis 
of the proposed Iter Net–based 
I2WD-DMIC
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Figures 17, 18, and 19 show the false-positive rate of the 
existing and proposed DR detection models for the IDRID, 
MESSIDOR, and Kaggle datasets, respectively.

Discussion

The various performance indicators are taken into considera-
tion in this research to show how the suggested framework 
has enhanced DR detection performance and efficiency. Over-
all, the results show that, in comparison to previous machine 

learning models, the suggested DR detection approach offers 
better performance outcomes. The suggested DMIC model 
successfully integrates IterNet segmentation and I2WD opti-
mization to accurately anticipate the DR and its stage. Here, 
the clinical feature extraction and I2WD feature selection 
models are the specific reasons for obtaining the reduced false 
positives, since the classifier’s training operation is effectively 
improved with the use of optimized feature set. The reduced 
false positive rates are achieved by the proposed IterNet-based 
I2WD-DMIC mechanism for all the three datasets namely 
IDRID, MESSIDOR, and Kaggle.

Fig. 5   Performance comparative 
analysis using EyePACS dataset

Fig. 6   Comparative analysis 
using MESSIDOR dataset
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Conclusion

This research introduces a unique Iter Net–based I2WD-DMIC 
framework for DR identification with categorization. The pri-
mary aim is to the creation of a highly effective, automated 
technique for DR detection. This framework implements a 
variety of image processing methods for this purpose. Here, 
the collected retinal image is first preprocessed to create 
the higher-quality image. At this stage, processes like gray-
scale conversion, picture de noising, and smoothening are 

completed to create a high-quality image. The retinal blood 
vessels are divided into distinct groups using state-of-the-art 
deep learning–based segmentation model Iter Net to increase 
the precision of DR detection and stage categorization. The 
most important clinical attributes, such as length, density, and 
thickness, are extracted from the segmented image to enhance 
the detection performance. The well-suited and most associ-
ated features are selected from the available set of data using 
novel I2WD optimization technique once the features have 
been retrieved. The major goal of putting this feature selection 

Fig. 7   a ROC–AUC analysis 
with different types of DR 
classes. b ROC analysis with 
different classes of DR
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Fig. 8   Accuracy analysis with 
respect to different number of 
images

Fig. 9   Sensitivity ratio vs no. 
of images
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Fig. 10   Specificity ratio vs no. 
of images

Fig. 11   Overall performance 
analysis
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Fig. 12   Accuracy of the 
proposed model with varying 
epochs

Fig. 13   K-score and accuracy 
analysis with other machine 
learning models using IDRID 
dataset
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Fig. 14   Performance of 
proposed and other machine 
learning methods using IDRID 
dataset

Fig. 15   Performance of pro-
posed and other machine learn-
ing methods using MESSIDOR 
dataset
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method into practice is to make the DR detection system less 
complex while consuming less time. Additionally, for precise 
DR prediction and stage categorization, the selected character-
istics are loaded into the classifier known as the DMIC model. 
By using the benchmarking datasets such as DIARETDB1, 
MESSIDOR, IDRID, Kaggle, and EyePACS, the proposed Iter 
Net–based I2WD-DMIC algorithm is validated and compared 
for performance assessment. The results show that, in com-
parison to existing machine learning models, the proposed DR 
detection model offers better results for all the datasets used 
in this study.

Author contribution Mr. Vinoth Rathinam: conceptualization, 
methodology, and writing—original draft preparation.

Mrs. Sasireka R: supervision.
Dr. K. Valarmathi: supervision.

Fig. 16   Performance of 
proposed and other machine 
learning methods using Kaggle 
dataset

Fig. 17   False-positive rate analysis using IDRID dataset

Fig. 18   False-positive rate analysis using MESSIDOR dataset

Fig. 19   False-positive rate analysis using Kaggle dataset
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